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More well-curated data, external validation of algorithms, and user-friendly workflow integration will help translate the potential of AI into clinical routine.

Key Points

- Representative datasets and external validation are key issues for AI algorithms to become more accurate and generalisable.
- Machine learning is not only used for automation; it will also help expand the vocabulary of patterns that lead to treatment decisions or find new relationships.
- Although individual tasks are taken over by AI, computers will augment human decision-making rather than replace imaging professionals.

Although an ever-increasing number of publications suggests that artificial intelligence (AI) could provide value in numerous medical imaging applications, there seems to be a considerable gap in moving from proof-of-concept to production. Once a software solution has made it to commercialisation, it still needs to prove its robustness and deliver its benefits within a well-established clinical workflow. To date, only a limited number of AI solutions provide evidence of meeting the ultimate goal of any healthcare technology, which is to improve patient outcomes. By posing four provocative questions, this article suggests how to enhance the value of AI for radiology and other diagnostic specialties.

Are Commercial AI Solutions Accurate and Generalisable?

Performance consistency is increasingly becoming the focus of scientific research. In their recent exhaustive review, Brendan Kelly and co-workers found a propensity for bias and a lack of generalisability for many published algorithms (Kelly et al. 2022). Across all studies included, the median performance for the most utilised metrics was a Dice score of 0.89, an area under the curve (AUC) of 0.90, and an accuracy of 89.4. Average performance in those studies allowing for direct comparison decreased by 6% at external validation, ranging from an increase of 4% to a decrease of 44%. The requirement for external validation of AI solutions even after approval by regulatory authorities corresponds to published evidence including our own experience derived from a neuro-computed tomography (CT) study (Kitamura et al. 2021; Kau et al. 2022).

If a decision support software produces a limited number of erroneous alerts which experienced physicians can easily resolve, it may still hold promise for triage and notification (Figure 1). Statistics are critical in assessing AI performance. Therefore, it should be no surprise that metrics are used to the advantage of the respective product, at least in marketing brochures. The AUC provides a single aggregated measure. However, Elad Walach, CEO of Aidoc, once explained that it is confusing to physicians and may be overemphasised (Walach 2019). The negative predictive value of a decision support software should be really high, while a relatively low positive predictive value could still be satisfying for detecting rarer diseases. Ideally, disease prevalence in a training data set should correspond to the real-world clinical scenario. Apart from the size of a convolutional neural network, diverse and meticulously labelled data sets and better disease models are key issues for AI algorithms to become more accurate.

Do Current AI Developments Reflect Clinical Needs?

Much of the recent excitement surrounding AI in diagnostic imaging gravitates toward algorithms developed for interpretative tasks. In fact, AI promises to have an impact on...
medical diagnostics along its entire value chain (Richardson et al. 2021). That ranges from using deep learning towards dose optimisation to case prioritisation and from automated segmentation tasks to pattern recognition. To develop an additive value in clinical routine, isolated solutions must be integrated into an efficient workflow. With different degrees of maturity, marketing framework, and media attention, we see AI developments focussing on patient safety, image quality, reduction of reading time, or decision support. A promising research area, yet slowly translating into practice, is the characterisation of “radiomic” features, which are not discernible by visual inspection (Bera et al. 2022). Such MRI fingerprints have been shown to be predictive of treatment response in specific diseases, which may even lead to the re-classification of certain pathologies. Not without reason, AI is considered a key tool on the road to personalised precision medicine.

It is doubtful for various reasons, not least regarding data-sharing and economy, whether an undisputed wish of healthcare professionals will soon be taken into focus, namely the development of decision support algorithms for rare diseases. Think, for example, of pattern recognition in acquired and, moreover, congenital metabolic brain disease. Its aetiological-genetic diversity with sometimes similar imaging patterns, gradual as well as inhomogeneous expression, and infrequent appearance of single types make this neuroradiologic topic a traditional challenge for differential diagnostics. In current commercial software, there is a clear tendency towards solutions for frequent diseases or imaging requests, respectively.

Is There a Risk That AI Will Deskill or Even Replace Radiologists Instead of Complementing Them?

In many countries around the globe, as the demand continues to increase, the emerging support offered by disruptive technologies meets a current supply crisis in diagnostic imaging services. It is expected that algorithms will overtake some of the core tasks of radiologists. Whenever the issue is narrowed down to the question of whether humans or machines produce better results, we should not forget that AI systems work with high levels of standardisation and without being vulnerable to fatigue or cognitive biases – while being prone to other sources of bias. At the moment, however, we are dealing almost exclusively with single task solutions which, if sufficiently accurate, take on individual tasks such as the detection of pulmonary embolism. By producing timely alerts, they steer the radiologist’s eye in the right direction. On the other hand, we are currently far from AI software covering the entire differential diagnostic spectrum, especially in complex clinical scenarios. Needless to say, several expectations are linked to the patient/doctor relationship of trust, ranging from contextual experience via personal responsibility to medical advice. The level of additional diagnostic accuracy, consistency, and, ultimately, patient outcomes will likely depend on the careful coordination of machine and human capabilities.

Breast imaging is a very promising use case for AI as it is expected to impact several of the aforementioned aspects. As for screening mammography, recent evidence (McKinney et al. 2020) suggests that AI algorithms may soon be able to replace the second reader for unequivocal cases, saving resources to a limited extent. However, there is a lack of compelling evidence from large prospective studies based on models fusing AI and human expert vision (Lehman et al. 2021).

Generally, in the foreseeable future, computers will augment human decision-making instead of replacing imaging professionals. While triggering a need for education in basic principles of machine learning methods, the introduction of AI software also includes the risk of deskilling among diagnostic imaging
specialists, as put up for discussion by Michael Fuchsjäger in the course of last year’s AICI Forum (Leodolter 2021). In order to be able to check the plausibility of software outputs, future radiologists, pathologists, and other diagnostic specialists will still need classic knowledge and skills. Furthermore, they are training and testing of algorithms. Such requirements challenge the legal and ethical framework towards enabling secure data-sharing for the public good and, in patient care, cloud-computing versus on-premise solutions. Once deployed in a radiological workflow, AI software is expected to perform
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**AI systems work with high levels of standardisation and without being vulnerable to fatigue or cognitive biases – while being prone to other sources of bias**

expected to keep a holistic approach in the increasingly overlapping field of medical diagnostics. Finally, augmented teaching tools will expand medical training in a meaningful way.

**What are the Challenges for AI to Provide Value in Clinical Routine?**

Translating the potential demonstrated in AI research into a measurable clinical benefit requires healthcare stakeholders to be aware of all the expectations, challenges and pitfalls that can accompany the development and deployment of AI systems in a diagnostic imaging environment. In his recent article on “Separating hope from hype” in AI for radiology, Jared Dunnmon stressed the importance of meaningful performance measurement for a consistently defined and clinically relevant task (Dunnmon 2021). To deliver repeatable and reproducible results, datasets used for evaluation must represent the characteristics of a population on which an algorithm is intended to be applied, including sufficient granularity to capture relevant variations. This leads to the perception of AI algorithms as a “black box”. The higher the rate of false-positive and even more so false-negative results, the greater is the demand for interpretability. Further research is warranted on explainable AI, although explainability is not an exclusive parameter of trustworthiness and certainly not a good indicator of accuracy.

Another hurdle for translation into clinical care is the lack of large, diverse, and well-curated data sets for independent
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